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Executive Summary

Artificial Intelligence (AI) offers a wide range of potentials for safe, autonomous and 
self-determined work as well as attractive and competitive jobs. For example, AI-based 
assistance systems can relieve workers of strenuous or dangerous tasks and support them 
in complex processes and decisions. At the same time, AI systems are changing the inter-
action between humans and technology in the realm of work. In the future, humans and 
machines will interact even more strongly – and in different ways – than in the past since 
Machine Learning (ML) and similar technologies enable machines to perform certain tasks 
independently and to learn continuously in the process. 

The increasing collaboration between humans and technology makes it necessary to read-
just the distribution of work when using Artificial Intelligence. In order to shape this col-
laboration in the interest of humans, technology must use the advantages and potentials 
of human thinking and acting as a starting point and must focus the interaction on mutual 
support – rather than on replacement or conflict. A coordinated balance that does justice 
both to workers and to the technological and economic potentials of Artificial Intelligence 
increases the chances for individually and socially accepted use of Artificial Intelligence in 
the realm of work.

Clearly defined guidelines for the new distribution of tasks are necessary to create safe 
jobs, train qualified workers, and implement design for good and humane work. That is 
the starting point for this white paper. It presents a set of criteria for human-machine 
interaction in the context of work. The objective of the criteria is design of the human- 
machine interaction that is future-oriented and human-centered long-term.  
The criteria can be grouped in four clusters:
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These criteria are addressed to actors involved in planning and developing self-learning 
systems as well as actors involved in implementing AI systems in companies. The set of  
criteria is intended to provide guidance for designing the division of work between 
humans and technology when applying self-learning systems. In addition, the criteria  
are intended to inspire actors to develop existing regulations further – for example in 
standardization, legislation, or industrial relations – and to enable more flexible, self- 
determined, and autonomous work in the future.

WHITE PAPER
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1.	� Division of work between humans 
and machines 

The use of Artificial Intelligence (AI) at work requires a readjustment of the “division of 
work” between humans and technology. The reasons for this include the redistribution of 
activities in work systems in general, but particularly the increasingly close cooperation 
and direct collaboration at the human-machine interface due to learning systems: 
machine learning and similar technologies strengthen the ability of complex technical- 
organizational systems to assume the role of an “actor”1 in interacting with humans and 
to gain agency for certain tasks in that interaction.2

This new division of work and roles requires specific criteria that formulate starting points 
for designing human-machine interactions in the realm of work that are future-oriented 
and human-centered long-term. In this context, systematic analysis of the different poten-
tials of human and technology on the one hand and the different interests of the actors 
involved on the other are important.

This kind of “division of work” is all the more successful the better the respective strengths 
and potentials of human and technology – i.e. the specific human and technical capabilities 
and characteristics – can be related to each other in a mutually reinforcing, “co-evolution-
ary” way (Huchler 2016). Sensitivity to the opportunities and necessities of complementary 
collaboration between human work and semi-autonomous intelligent or self- learning sys-
tems is needed so that Artificial Intelligence does not weaken humans in their central role 
in the realm of work, but rather validates and strengthens them.

A realistic examination of the specific advantages, but also the immanent limits and deficits 
inherent in the technology and its application – in the case of Artificial Intelligence, for 
example, data dependency, its lack of “feel” for causalities or lack of their representation, 
the danger of circular reasoning or path dependencies – is important when developing 
design criteria.

If human-machine interaction when using Artificial Intelligence is to be humane, it is 
important that the technology is compatible with human action, especially precisely where 
the particular advantages and potentials of human thinking and acting lie – such as acting 
under uncertainty or with incomplete information and contradictions, the combination of 

WHITE PAPER

1	� Since increasingly extensive interaction skills are “inscribed” or “programmed” into learning AI systems and more complex divi-
sions of work are possible at the interface, the “social actor” is faced with a “technical actor.” However, a strict distinction must 
be made between these types of actors – for example regarding their competencies, legal implications, and ability to bear 
responsibility.

2	� In the following, “interaction” includes not only “social interaction” between individuals, but also “social interaction with 
objects” as well as “interactions inscribed in objects” and “object-mediated interactions.” In addition, “agency” pertains to for-
mally defined tasks/functions, and individuals, organizations/institutions (collective actors) as well as technical objects can possess 
agency.
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specialist knowledge, experience, and implicit knowledge to form competencies and 
experiential knowledge, or even the capability to attribute meaning to information 
depending on the social context in question (“indexicality”). This places high demands on 
the interactive compatibility or “complementary adaptivity” (Huchler 2019) of the tech
nical system – in order to place mutual support at the center of interface design rather 
than replacement or conflict.

The potentials and requirements of human-centered development of technology and 
work design must be negotiated and coordinated with the demands and opportunities of 
economic rationalization and technological progress. The applicable legal provisions – 
such as labor law, occupational safety laws, protection of personality rights, regulation of 
data privacy, and worker participation – constitute the background and starting point. A 
coordinated way of balancing that does justice to the workers and their development on 
the one hand and to the potential of technological innovations for humans and society on 
the other will enable more appropriate and effective use of Artificial Intelligence in the 
workplace (including the social consequences) as well as in Germany in general.

A design perspective that achieves an optimal “division of work” at the interface between 
humans and technical systems on the basis of the different competencies will offer a real-
istic view of application scenarios, promote the practical applicability and sustainability of 
developments, and, not least, could help to address reservations and concerns and pro-
mote social and technical innovations.

Developing criteria for designing human-machine interaction in self-learning systems is an 
important element with respect to introducing these systems into the realm of work. Suit-
able design concepts are an essential element for implementing transformation processes 
in companies. Application scenarios in which the “division of work” is appropriate to the 
design of human-machine interaction must already be reflected upon when developing 
technical systems – and later when using self-learning systems.

A participatory course of action that considers industrial relations is necessary with a view 
to acceptance on the part of workers as well as a good fit to the work process in question. 
This offers a framework for the design and introduction of AI technologies and self-learn-
ing systems that is jointly supported and promotes innovation.

This white paper, which was prepared by the Working Group Future of Work and Human- 
Machine Interaction of Plattform Lernende Systeme, focuses on developing criteria for the 
design of the human-machine interaction in the context of work. The paper particularly 
addresses actors involved in planning and developing self-learning systems as well as 
actors involved in implementing AI systems. The objective is to ensure that the following 
set of criteria is considered early on in technology-driven innovation processes relating to 
Artificial Intelligence, for instance as a tool for reflection.3

WHITE PAPER

3	� The future design instrument follows other models that can be used as starting points for developing criteria for the design of 
human-machine interaction – for example, the MEESTAR model (Modell zur ethischen Evaluation sozio-technischer Arrange-
ments, model for ethical evaluation of socio-technical arrangements) (see Manzeschke et al. 2013).
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2.	� Designing human-machine  
interaction 

The objective of the set of criteria is to develop approaches specifically for designing 
human-machine interaction when using Artificial Intelligence and to go beyond existing 
approaches for designing digital technologies. One important distinguishing feature is the 
changed “division of work” and interaction at the interface between humans and 
AI-based assistance systems, which involves one or more transfers of agency between 
humans and machines or even an overlap of their agency.

The set of criteria is intended to provide support for designing, both in technical and 
workplace-related terms, the “division of work” between humans and technology when 
using Artificial Intelligence, and to inspire further development of existing regulations – 
for example in standardization, legislation, or industrial relations. The starting point and 
framework are to be found in existing law and regulations on industrial relations – such as 
provisions in the law concerning labor, occupational health and safety, personality rights 
and data privacy, or legal regulations on worker participation. At the same time, the crite-
ria are also intended to support the goals of a site’s productivity and innovative capacity 
and enable more flexible, richer and more self-determined work.

In the following, the set of criteria is first presented as an overview (Figure 1). The individ-
ual criteria are subsequently presented in detail. The criteria can be grouped into four 
clusters: the requirements for the protection of the individual, for example concerning 
safety and privacy (Cluster 1) and trustworthiness (Cluster 2), requirements for workplace 
design with regard to reasonable “division of work” (Cluster 3), and supportive working 
conditions (Cluster 4). It should be noted that there are numerous interlinkages between 
the criteria, which makes it difficult to delineate them clearly in all cases. In addition, it is 
important to consider the different levels of automation and autonomy as well as the levels 
of criticality of the application in question when developing and using AI systems in com-
panies. Each of the criteria must be set in relation to the various levels and mutually coor-
dinated with them (similarly to other areas such as mobility or industry: acatech 2016, 
acatech/Fachforum Autonome Systeme 2017, Plattform Industrie 4.0 2019b). The focus is 
on interactive human-machine interfaces with humans and the technical system reinforc-
ing each other.
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2.1	 Cluster 1: Protection of the individual

The safety of self-learning systems and the protection of the individual against risks and 
negative consequences of the use of Artificial Intelligence are crucial elements for its use 
and acceptance in the working environment. They should already be considered during 
the development phase. In addition to the various requirements of occupational health 
and safety, this is also a matter of complying with the laws protecting workers’ personality 
rights, ruling out unjustified performance monitoring, and protecting against discrimina-
tion of workers. The following three design criteria provide key starting points for protect-
ing the individual when using and applying Artificial Intelligence.

Cluster 1: Protection of the individual

	� Protection of safety and health
	� Data privacy and responsible  

performance monitoring
	� Diversity sensitivity and non- 

discrimination

Cluster 3: Reasonable division of 
work

	� Appropriateness, relief from strain, 
and support

	� Agency and situation control
	� Adaptivity, error tolerance, and  

customizability 

Cluster 2: Trustworthiness

	� 	Quality of the available data
	� Transparency, explainability, and 

consistency
	� Responsibility, liability, and trust in 

the system

Cluster 4: Supportive working  
conditions

	� Scope for action and richness  
of work

	� Conducive to learning and gaining 
experience

	� Communication, cooperation, and 
social embeddedness

Figure 1: Overview of clusters and criteria for human-machine interaction  
in the context of work
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Criterion 1: Protection of safety and health

Objectives: Promoting the health of workers; avoiding risks to physical and mental health; 
protecting against accidents and damage (personal injury and damage to property) and 
avoiding negative consequences of physical or psychological stress; providing protection 
by minimizing risks and wrong decisions.

Starting points: AI-based assistance systems are used in different areas – therefore the 
priority objectives in the context of AI regarding protection of safety and health vary as 
well.

In the case of mechanical industrial systems, the focus is on preventing accidents and 
damage (personal injury and damage to property). In this context, it should be noted that 
suitable design of the human-machine interaction can prevent negative consequences of 
physical or psychological stress (e.g. monotony or mental saturation) and thus contribute 
to preventing accidents and damage.

Concerning knowledge and service work, which relates to information and interaction, 
the main focus – from a safety perspective – is on protection against financial and profes-
sional risks, damage to reputation due to planning errors inherent to the system, and 
wrong decisions and actions with negative consequences. In terms of protection of 
health, this is primarily a matter of avoiding psychological distress at the human-machine 
interface. It should be noted that these systems do not produce a final service or effect, 
but that they are used in particular to support decisions and actions.

The overall purpose is to link aspects relating to safety and security with humane design 
of AI-based work systems, thereby preventing risks to the mental health and well-being of 
workers (e.g. through excessively overburdening or unexpected behavior of AI assistance 
systems).

Criterion 2: Data privacy and responsible performance monitoring

Objectives: Protecting and strengthening the personality rights of workers; data economy 
and purpose limitation of data use in Artificial Intelligence; legally compliant, responsible, 
company- and industry-specific use of the opportunities for performance monitoring 
agreed with worker participation; avoiding data analyses to monitor individual perfor-
mance or behavior; development of a positive culture of performance feedback supple-
mented by “analog” means; transparency concerning data analyses and their use, and 
empowering workers to handle data transparency.

Starting points: Collecting data of sufficient quality and analyzing and evaluating them 
with the help of improved technical solutions and methods are at the core of self-learning 
systems. This increasingly also involves sensitive behavioral and performance data. At the 
same time, it is becoming ever easier to collect, store, and evaluate this data.
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In the work context, data analyses can in principle be used as safety technologies, to 
improve product quality and processes, to prevent errors, for assistance, for relief from 
strain, and partly for prevention – but also for performance control and monitoring. A dis-
tinction is to be made between aggregated and individualized data. For example, personal 
profiles and usage data can facilitate work processes for individual users and, at an aggre-
gated level, contribute to enhancing quality and efficiency for the company. If there is no 
such separation, conclusions can be drawn from analyzing personal user profiles which in 
extreme cases can lead to “transparent” workers and continuous individual performance 
monitoring. Monitoring workers’ behavior and performance should be avoided. This 
applies particularly to predictions based on workers’ personal data. In addition, it is pre-
cisely the methods of predictive analytics based on Artificial Intelligence that cause the 
typical problems of false conclusions, discrimination, and indirect influence on behavior.

Since both data access and the use of analytical methods are becoming easier, a responsi-
ble approach to the topic of performance monitoring is becoming increasingly important. 
Specifically, this implies protecting and strengthening personality rights as a basis, especially 
in the form of defining the purpose of AI systems and considering it in a differentiated 
manner as well as the data processing required for this purpose (e.g. improvement of pro-
cesses, further development of workers, protection of workers from excessive burdens), 
and avoiding undifferentiated monitoring and use of all available performance data. With 
respect to data quality, it also makes sense to collect only the data required for an applica-
tion (data economy). Industry-specific and company-specific differences must be taken 
into account in this context.

First and foremost, the development and use of Artificial Intelligence must comply with 
the laws protecting workers’ personality rights, from the General Data Protection Regula-
tion (GDPR) to labor law and laws on worker participation. For example, it is impermissible 
as a matter of principle to process biometric data in order to uniquely identify workers. In 
terms of designing the human-machine interaction, this means implementing trustworthy 
procedures as well as safeguarding regulations and also taking data privacy regulations 
into account even during the technical design phase of the systems, if possible, or 
strengthening data privacy through their design. For example, cameras can make faces 
anonymous locally even before transmitting the image data. Data can also be linked to 
delete functions (e.g. after usage or a certain amount of time), and access rights and 
usage possibilities can be restricted.

For which purpose and how the collected and analyzed data should be used is becoming 
increasingly important even during the design phase of systems and then also during use 
of the systems in the company. Accompanying measures (e.g. leadership, education, 
building trust) as well as supplementary regulations are necessary beyond the technical 
design of human-machine interaction in order to protect personality rights and data privacy.
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Criterion 3: Diversity sensitivity and non-discrimination

Objectives: Protecting against discrimination  of individuals or groups and avoiding possi-
ble distortions; existing legal system as a basis for Artificial Intelligence displaying diversity 
sensitivity and non-discrimination.

Starting points: Discrimination as unjustified equal or unequal treatment must be differ-
entiated from factually explained distinctions that are justified or even necessary for 
desired and accepted applications and functionalities.

Discrimination can arise or be reproduced and intensified for different reasons when using 
Artificial Intelligence and self-learning systems: for one thing, societally established preju-
dices can be perpetuated (preexisting bias) by (self-) learning systems – e.g. by algorithms 
or training data; for another, technical falsifications – e.g. in sensor technology – can lead 
to discrimination (technical bias); furthermore, the interaction between software and 
application may result in unjustified equal or unequal treatment (emergent bias).5

The existing legal system is the starting point for assessing and evaluating whether dis-
crimination occurs in human-machine interaction. It is also the basis for an appropriate 
and necessary analysis of the circumstances and reasons. Avoiding preexisting technical 
and/or emergent bias requires sensitivity to diversity in the development and application 
of AI systems as well as careful selection of training methods and data.  Furthermore, peo-
ple should be aware that Artificial Intelligence and self-learning systems do not necessarily 
make more neutral or objective decisions than humans do (Plattform Lernende Systeme, 
2019).

4	� Although it is true that “justified discrimination” or differentiation is often necessary in order to obtain correct results from AI 
systems – such as in medical diagnoses by differentiating between women and men (see Plattform Lernende Systeme, 2019),  
the present paper follows the established definition of discrimination, namely always factually unfounded equal or unequal treat-
ment.

5	� Conversely, self-learning systems are dependent on (well-considered) bias in order to be able to learn at all (i.e. “learning bias,” 
which makes it possible to infer from given data to other data). The issue of discrimination is about avoiding ethically unjustified 
or socially undesirable bias.
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2.2	 Cluster 2: Trustworthiness

If workers are to trust AI systems, manufacturers and companies using them must prove 
themselves trustworthy by designing the technology to be human-centric in concrete 
terms. This means that when people experience the human-machine interaction, their 
trust can be built up step by step or diminished abruptly. This applies both to trust in the 
technical system and trust in the companies involved in its manufacture and use, as well 
as in individuals.  The following three criteria are central areas for promoting reliability 
and, in a following step, for promoting the trustworthiness and acceptance of Artificial 
Intelligence in human-machine interaction (Trustworthy AI) (EU High-Level Expert Group 
2019).

Criterion 4: Quality of the available data

Objectives: Avoiding qualitatively insufficient data and the corresponding negative conse-
quences; preventing distorted data sets, errors or misinterpretations, and discrimination; 
increasing the quality of statistical predictions by Artificial Intelligence; improving 
human-machine interaction through reliable data.

Starting points: Various points of reference can be identified for ensuring data quality. 
The only data to be collected are the data actually required for an application. It is impor-
tant to develop clear ideas about the necessary data even during the development phase 
and to ensure that enough data can be generated for the intended purpose – also and 
especially in global competition (design). High-quality process data (not personal data) 
that has been collected can also be used for other purposes and in other contexts so that 
existing data can be used, and no additional data need to be collected (collateral benefit).

The quality of the data in terms of content enables more targeted design of reliable and 
precise human-technology interfaces. This helps to prevent errors and wrong conclusions 
as well as discrimination and the related negative consequences and to enhance the quality 
of the interaction results. For example, it is possible to avoid misinterpretations and increase 
data significance and thus data quality by applying adaptive confidence regions (ranges of 
expected values) to the data gathered. High data quality (e.g. with regard to consistency, 
comparability, reliability, validity concerning content) is also the basis for secure and adap-
tive systems that are trained to connect to human action, whereby the interaction can be 
“humanized” or oriented toward human interaction/communication and thus can be 
designed to be more humane (interaction quality). Conversely, this kind of more adaptive 
design also generates better data as a result of the interaction.

Software development can also contribute to data quality, for example by separating data 
structures, data processing, and data transport. This development principle (“separation 
of concerns”) is important from a technical point of view, but also impacts other areas – 
such as safety or transparency.
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Criterion 5: Transparency, explainability, and consistency

Objectives: Implementing explainable Artificial Intelligence approaches; developing ways 
for making self-learning systems understandable and creating (graded) transparency 
about their decision-making processes and decisions; preventing demotivation of and 
excessive strain on workers through contradiction-free design of the human-machine 
interaction.

Starting points: In human-machine interaction, humans are often confronted with a sys-
tem so complex that is incomprehensible to them. This can result in demotivation and 
rejection of such systems. In order to counteract this, self-learning systems must be 
designed so that they provide workers with basic information about their fundamental 
functionality, the purposes and objectives inscribed in them, their data focus and data, 
and the newly formed categories, “hypotheses,” results, and above all conclusions and 
decisions or recommendations (output) that depend on the data focus and the data. This 
requires easily accessible solutions that are oriented toward the target group and that pro-
mote learning and experience. Depending on the task and role of the user and on the 
area of application, transparency can also be graded.

All information relevant to the interaction must be presented in a way that the people 
concerned can understand it. Approaches from the field of explainable Artificial Intelli-
gence, which attempts to develop methods that are useful for making self-learning sys-
tems understandable, offer pointers to help solve this problem. They focus particularly on 
the system’s ability of self-description and its conformity to expectations. Explainable Arti-
ficial Intelligence thus makes an important contribution to the development of responsible 
Artificial Intelligence, which is characterized by transparency, fairness, reliability, and orien-
tation toward ethical concepts.

Another important aspect regarding cognitive and social strain on workers is consistent 
and contradiction-free design of the interaction with the self-learning system. For one 
thing, contradictory information and processes in direct interaction at the interface gener-
ate frustration and must be avoided. For another, special care must be taken that conflict-
ing goals in enterprise strategy are not replicated or incorporated in the AI systems – such 
as frequently occurring contradictions and demands in the triangle of time spent, cost 
efficiency, and quality, or typical tensions between abstract planning (target situation) and 
concrete implementation (actual situation).

If these contradictions and tensions are inscribed in the technical work systems and are 
thus “objectified” rather than being socially mediated or negotiated, there is a risk that 
they may reduce the workers’ scope for action and self-efficacy and thus bring about neg-
ative consequences of strain. All in all, users should only be faced with manageable situa-
tions, including in their interaction with Artificial Intelligence. As early as the design stage, 
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attention should therefore be paid to ensure that the interaction does not result in psy-
chological distress and its consequences (which must be reviewed in the work process, for 
example by means of legally required risk assessments).

If self-learning systems in human-machine interaction are designed to be comprehensible, 
contradiction-free, appropriate, and as part of a responsible system, this forms a stable 
basis for workers to trust and ultimately accept them.

Criterion 6: Responsibility, liability, and trust in the system

Objectives: Attributability of responsibility; competence and resources as well as control 
over the system as a prerequisite for assuming responsibility; extent of control over the 
system as an indicator of the type and extent of users’ responsibility; starting points for 
design through trustworthy Artificial Intelligence concepts.

Starting points: Transparency (including objectives) and controllability of self-learning sys-
tems are necessary prerequisites if companies as well as workers are to assume responsi-
bility. This also includes explicitly defining which information, resources, and competencies 
must be in place so that people can have agency in interacting with them. It is also impor-
tant that the design of the human-machine interaction allows workers to act according to 
their work orientation and the existing rules and, if necessary, to terminate an interaction. 
Only then will users be willing and able to assume responsibility for their role in the inter-
action in the socio-technical system. Transparency and controllability are also required for 
self-learning systems to be perceived as trustworthy.

Estimating future system behavior is the basis for human control of the technical system. 
Human interaction with the system should therefore take place at an appropriate level of 
abstraction and be within the range of what can be expected. This scope of knowledge 
and action must be tailored to the interaction and must be determined and coordinated in 
advance (with as much participation as possible). Specifically, with respect to anchoring 
trust, responsibility, and liability, sufficient testing and technology assessment must be car-
ried out in the system design phase to rule out undesired system behavior. It must be 
ensured that companies and workers are able to control the system, and the relevant 
responsibilities must be defined. The degree to which they control the system also essen-
tially determines the type and extent of their responsibility. In practice, as well as in the 
basic legal sense, the ability to control is linked to the placement of responsibility within 
the legal entity. At the same time, this firmly emphasizes the experience of self-efficacy on 
the human’s side.

In addition, the system design must allow for processes (input, processing, and output) to 
be tracked ex post and for the causes of any problems to be identified. The design must 
provide for appropriate methods capable of accomplishing this despite the high complexity.
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Trust in a technology is an individual and socially constructed process in which the quality 
of trust and also the evaluation criteria can change on the basis of experience and knowl-
edge. This requirement can be concretized even at the design stage by means of the 
aspects of comprehensibility, manageability, and meaningfulness of experiencing a situa-
tion as well as interaction with a (self-)learning system. The concept of trustworthy Artifi-
cial Intelligence, which was developed by the High-Level Expert Group on Artificial Intelli-
gence established by the European Commission, provides important starting points and 
formulates a framework for the use of Artificial Intelligence based on ethical guidelines 
(EU High-Level Expert Group 2019).

2.3	 Cluster 3: Reasonable division of work

The use of AI technologies and self-learning systems not only affects job profiles, compe-
tence requirements, and work processes, but also affects the “division of work” between 
human and machine in general. The aim is to find a reasonable “division of work” by 
means of human-centered design of the human-machine interaction and to provide work-
ers with lasting relief and support in their work. At the same time, the focus is on ques-
tions of agency and situation control as well as topics concerning flexible and situa-
tion-specific adaptation of the systems. The following three criteria address the various 
requirements for a reasonable “division of work” between human and machine. Care 
should be taken that the details of the criteria are tailored to the tasks as well as to the 
qualification profile and competencies of the workers.

Criterion 7: Appropriateness, relief from strain, and support

Objectives: The capabilities of humans and machines should complement each other to 
achieve a reasonable “division of work”; appropriate work content and requirements; 
lasting relief and support of workers through AI-based assistance systems.

Starting points: The use of self-learning systems in various industries and areas is creating 
a new distribution of tasks between humans and technology. The decisive factor here is 
that the different abilities and characteristics of humans and technology are already con-
sidered during the design of the interactive systems. Mutually complementing the specific 
strengths in question can create a mutually encouraging relationship, avoid negative con-
sequences of strain, and achieve relief and support for workers. In this way, Artificial Intel-
ligence also provides the opportunity to promote a positive workload while at the same 
time avoiding overload or excessive demands.

When developing and implementing interactive AI systems, it is important to ensure that 
the interaction is tailored to the qualifications and competences of the users – in terms of 
both the content and the form of interaction (e.g. reaction times or intensity of work). 
Even at the design stage, it is necessary that the design is specific to the situation and the 
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users: the technology should be adapted to humans. At the same time, workers must be 
empowered to “work together” with AI systems. The technical design itself should pro-
mote this (see Criterion 11). It is key not only for workers, but also for leadership and 
management, to be able to realistically assess the potentials, but also the limits of Artificial 
Intelligence and learning systems in order to use them in a meaningful way and to mini-
mize errors of judgment.

In addition, human beings should not be weakened in their central role in the work pro-
cess but strengthened by interacting with Artificial Intelligence. AI-based assistance sys-
tems should therefore be designed to relieve workers of (physically or psychologically) 
strenuous or dangerous activities. In addition, self-learning systems can support humans 
concerning complex matters and tasks – for example in difficult decision-making situa-
tions – and thus empower them.

Criterion 8: Agency and situation control

Objectives: Targeted and transparent design of both agency and situation control in 
human-machine interaction; minimizing and avoiding risks and negative consequences of 
strain.

Starting points: A central demand of humane work design is that people should not be 
forced to orient their actions toward technical systems. However, part of the agency or  
situation control (Who initiates actions? Who coordinates a situation or sequence of inter-
actions?) is inscribed in the technical system when humans interact with self-learning sys-
tems, and this is a typical characteristic of complex socio-technical arrangements. Inter
active AI systems can be developed in such a way that they “ask” or “force” their users  
to take predetermined and sometimes even newly generated actions; as a result, the 
self-learning system itself takes the role of a kind of “actor” in its relationship to the per-
sons in certain situations. Practical experience in the context of human-robot collaboration 
shows that self-efficacy is important to the workers on the shopfloor. In practical terms, 
this means that a high degree of agency and situation control can prevent dissatisfaction 
among workers.

If humans and technology are to collaborate and learn from each other in a highly inter-
active and complementary “division of work,” then their roles and their agency must be 
clearly defined. It is important for it to be clear whether the AI application or the worker 
has agency at a particular point in time as well as when concrete transfers in the interac-
tion occur. It must be transparent who is contributing what to a common process at any 
point in time, who has situation control for the sub-process in question, and where or 
how the sub-processes are connected to each other. It is necessary to define rules and to 
create ways to trigger transfers between human and machine (AI application) reciprocally 
in a targeted and transparent way – for example, if the system cannot handle a situation, 
or the human wants to intervene or requests support.
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This is the starting point for potentially attributing responsibility, which can relieve the sit-
uation of the burden of unclear risks. In addition, it formulates the basis for transparent 
and comprehensible design of self-learning systems, opens up possibilities for human 
intervention and company regulations, and enables options for designing human-machine 
interaction in a way that promotes learning. Not least, clarifying agency transparently and 
in an interactive and cooperative process is the linchpin for a complementary "division of 
work" between humans and AI systems.

Criterion 9: Adaptivity, error tolerance, and customizability

Objectives: Enabling self-learning systems to adapt to the users’ needs and requirements 
and their work practice in a flexible and situation-specific way.

Starting points: It is hoped that self-learning systems will be able to adapt to changes in 
their environment and to deal with complexity more flexibly, meaning that they will be 
highly adaptive. If the human-machine interaction is to benefit the users long-term, the AI 
system must be designed to be highly socially adaptive.

This means that self-learning systems must not only be capable of translating require-
ments from their environment into their own system logic (“assimilative adaptivity”), but 
also of adapting their own processing logic to the needs of their environment and, above 
all, to the needs of workers (“complementary adaptivity”).

This implies a large number of prerequisites for highly interactive AI systems in a work 
context. It means, for example, that their design must “plan” for AI systems to allow and 
even support unforeseen processes of appropriation during their use. This goes far 
beyond the usual requirements for technology development – such as robustness, error 
tolerance, and customizability.

Ultimately, this criterion refers to self-learning systems now being capable of enabling 
implicit programmability in the usage process. Thus, the design would no longer focus on 
the user experience, but on user empowerment.
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2.4	 Cluster 4: Supportive working conditions

Self-learning systems can take on human work and thus potentially reduce the opportuni-
ties for humans to perceive with their senses, to learn, and to practice, as well as to expe-
rience competence. When designing Artificial Intelligence, care should therefore be taken 
to address basic human needs in a targeted manner. This applies to task profiles and the 
“division of work” between human and machine as well as to the design of the user 
interface. In concrete terms, this means that the design of human-machine interaction 
must ensure scope for action and richness of work, enable humans and the AI system to 
learn from each other and gain experience, and be sensitive to the requirements and 
functions of communication, cooperation, and integration. Three further design criteria 
are presented below.

Criterion 10: Scope for action and richness of work

Objectives: Safeguarding and (where appropriate) expanding the workers’ scope of 
action (in particular autonomy and freedom to decide as well as a variety of options for 
action); inclusion of basic human needs for meaningful, motivating work that promotes 
health and personal development.

Starting points: Scope of action is understood to be the degree of autonomy and free-
dom to decide as well as the variety of opportunities available to a person at work to act 
and shape things. This applies to the goals, the work content and the concrete execution 
of tasks as well as to the structuring (organizational and technical) framework. In addi-
tion, the aspect of richness of work, i.e. the enrichment of activities with varied, challeng-
ing, and supportive content (job enrichment), should be taken into account. Expanding 
the scope for action and rich work are key aspects of the humanization of the realm of 
work and offer important points of reference for designing human-machine interaction.

Concerning the design and use of Artificial Intelligence, this means that care must be taken 
to ensure that these technical systems do not restrict the users’ scope of action and do 
not take over precisely those parts of the work content that have a motivating, qualifying, 
and health-promoting effect. On the contrary, Artificial Intelligence should enable and 
expand the scope of action by making previously impossible actions achievable. The 
human-machine interaction when using Artificial Intelligence can itself provide new work 
content that is challenging and motivating and that promotes development.

Criterion 11: Conducive to learning and gaining experience

Objectives: Designing human-machine interaction in a way that promotes learning and 
experience; facilitating humans learning from the machine and vice versa; comprehensible 
and adaptive design of systems for acquiring and integrating knowledge and experience; 
ensuring the transfer of data into information or of information into knowledge.
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Starting points: Considering the essential differences between human and machine in 
acquiring, processing, storing, reproducing, retrieving, and applying knowledge is a pre-
requisite for implementing the criterion in order to meet the heterogeneous requirements 
both sides place on learning and to enable mutual learning.

Therefore, firstly, interaction with AI systems must be designed to promote users in learn-
ing and gaining experience. This concerns transparent (explainable AI) and mutually adap-
tive design in order to enable the acquisition of knowledge and experience in the usage 
process. Conflicting goals may emerge at this point, for example in relation to worker 
data privacy and individualized learning; such conflicts can, however, be solved by suitable 
regulations and corresponding design. This also concerns integrating specific learning 
content (qualifications) in human-machine interaction in a targeted manner as well as 
implementing design that takes this up in its didactic approach, for example design of 
assistance systems.

Secondly, designing the human-machine interaction to promote mutual learning can 
improve the AI system’s performance and accuracy of fit by enabling users to interactively 
validate and, as appropriate, correct the learning content (data quality) and the learning 
behavior (links) of the intelligent system. Mutually learning-friendly design also increases 
the probability that people are willing to contribute their knowledge and experience to AI 
systems.

This type of complementary approach offers great opportunities, especially for dealing 
with complex situations. It is only in the socio-technical system that data can be contextu-
alized to information and transformed into knowledge that can be applied to concrete  
situations and transferred. Only then can machine-learned content and human experience 
be integrated in a meaningful way.

Especially when AI systems take on farreaching and relevant activities and when opportu-
nities for acquiring knowledge and experience may become scarce, designing human-ma-
chine interaction in a way that promotes learning and experience is of great importance 
– above all to maintain and expand knowledge, experience, and competencies and to 
strengthen users’ self-efficacy – but also, of course, to promote innovation from within 
the processes and to enable users to assess the performance of the AI system and, as 
appropriate, to correct or improve it.
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Criterion 12: Communication, cooperation, and social embeddedness

Objectives: Dual sensitization of Artificial Intelligence for social contexts and structures; 
strengthening and supporting interpersonal communication, collaboration, and connect-
edness through AI systems.

Starting points: Communication, cooperation, and integration are essential basic condi-
tions for high-quality and efficient work, sense-making, and integration. For one thing, 
this applies to the formal parts of work, which are planned and designed in advance and 
are reflected in formal work requirements, organization of work, and technology design. 
For another, it is about informal work practice, situational coordination, and innovations 
for flexibly coping with the parts of work that cannot be planned.

A major challenge for designing human-machine interaction lies in making Artificial Intelli-
gence “sensitive” in two ways to social contexts and structures: for one thing, Artificial 
Intelligence can – to a very limited extent – act as a “cooperation partner”; for another, 
human-machine interaction must be designed in such a way that it does not prevent or 
replace necessary and beneficial interpersonal communication, cooperation, and connect-
edness, but at best even supports them in a goal-oriented manner.

AI-based technologies can support this in a variety of ways – for example, by relieving 
workers of standard communication, by independently collecting data from data silos and 
making them available for decision-making, by providing knowledge carriers with the 
information they need to make decisions, by “matching” or identifying knowledge carri-
ers and connecting them in a situation-specific way, or by becoming “cooperation part-
ners” themselves. AI-based technologies in interactive systems should be designed so that 
the technical system recognizes or takes up the human being’s abilities and skills, i.e. com-
petences, during the collaboration and that the functionalities in the interaction are 
adapted to this. For example, collaborative robots (cobots) working with people perform-
ing manual labor should be adapted to those individuals’ physical abilities, skills, and 
experience (e.g. regarding process design). 
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3.	� Implementing the criteria  
and outlook 

The criteria presented are intended to provide an important impulse for human-centered 
and future-oriented design of human-machine interaction when using Artificial Intelli-
gence long-term. In addition, they are to contribute to developing a new distribution of 
tasks between workers and technical systems – in this case, self-learning systems in par-
ticular.

The criteria are to be understood as guidance with concrete starting points for developing 
and deploying Artificial Intelligence (summary overview in Table 1). It should be noted that 
the design criteria must be concretized further for the application in question. In the pro-
cess, conflicts of goals and interests emerge which must be negotiated and processed or 
regulated within the framework of existing law. In addition, the criteria can be interlinked 
with similar concepts (such as the approaches of human-centered design or experience-
conducive technology design) and should be incorporated in ongoing activities – such as 
the development of norms and standards.

The set of criteria is one of three building blocks of a design tool (under development) for 
human-machine interaction employing Artificial Intelligence (Figure 2). The design criteria 
(1) provide a comprehensive overview of the design requirements. An evaluation schema 
(2) of the entire socio-technical arrangement is introduced as well in order to enable over-
all evaluation across these criteria from a different perspective. This involves evaluation of 
the quality and intensity of the interaction between humans and technology – following 
different levels of autonomy (acatech/Fachforum autonome Systeme 2017, Plattform 
Industrie 4.0 2019a) or different levels of criticality.

Figure 2: Design concept for human-machine interaction

Source: Huchler.
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Beginning with the evaluation of human-machine interaction, one can extend the horizon 
of observation step by step by means of technology assessment to enable a comprehen-
sive view of the consequences and requirements (3): from the potential effects on the 
concrete interaction situation of human-machine interaction on the ground, via the con-
sequences for the working environment (such as cooperation, leadership, or organization 
of work) or the company (such as qualification, technology development and use of tech-
nology, product quality, or value creation concepts) to the consequences for society (such 
as jobs, income, education, cohesion, or consumer protection).

Not least, the design of human-machine interaction in highly interactive AI systems consti-
tutes only a small part of the demands that Artificial Intelligence places on the transfor-
mation of work. Therefore, the design criteria should be supplemented and revised by a 
further white paper on questions of implementation and change management in compa-
nies in view of the increasing use of self-learning systems in the working environment.

Protection of the individual

Protection of safety and 
health

•	� Avoiding risks to workers’ physical and mental health

•	� Protecting against accidents and damage (personal injury and dam-
age to property) 

•	� Preventing negative physical or psychological consequences of strain

Data privacy and  
responsible performance 
monitoring

•	� Protecting personality rights, data economy, and purpose limitation 
of data use

•	� Avoiding data analysis for unjustified performance monitoring

•	� Developing a positive culture of performance feedback

■•	� Transparency about data analysis and use; empowering workers to 
handle data transparency

Diversity sensitivity and 
non-discrimination

•	� Protecting against discrimination of individuals or groups

•	� Existing legal system as the basis for diversity sensitivity and non- 
discrimination 

Table 1: Criteria for the design of human-machine interaction 
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Trustworthiness

Quality of the  
available data

•	� Avoiding qualitatively insufficient data  

•	� Preventing distorted data sets, errors/misinterpretations, and  
discrimination

•	� Improving human-machine interaction through reliable data

Transparency, explain- 
ability and consistency

•	� Implementing explainable Artificial Intelligence approaches

•	� Developing methods useful for making self-learning systems  
understandable

•	� Creating (graded) transparency about decision-making processes of 
self-learning systems

•	� Preventing demotivation of workers through contradiction-free 
design of the human-machine interaction

Responsibility, liability  
and trust in the system

•	� Transparency and attributability of responsibility

•	� Competence and control over the system as a prerequisite for taking 
responsibility

•	� Extent of control over the system as an indicator of the type and 
extent of users’ responsibility 

•	� Starting points following the concepts of trustworthy Artificial  
Intelligence

Reasonable division of work

Appropriateness, relief 
from strain, and support

•	� Appropriate work content and requirements

•	� Mutually complementing human and machine capabilities to achieve 
a reasonable division of work

•	� Lasting relief and support of workers through AI-based assistance 
systems

•	� Enabling workers to work with AI systems

Agency and situation  
control

•	� Targeted and transparent design of agency and situation control

•	� Minimizing and avoiding risks and negative consequences of strain

Adaptivity, error tolerance, 
and customizability

•	� Enabling self-learning systems to adapt flexibly and situationally to 
the needs and requirements and to the working practice of the users

Supportive working conditions

Scope for action and rich-
ness of work

•	� Securing and, as appropriate, expanding workers’ scope for action 
(especially autonomy and freedom to decide as well as the variety of 
possible actions)

•	� Inclusion of basic human needs for meaningful, motivating work 
that promotes health and personality development

Conducive to learning and 
gaining experience

•	� Facilitating humans learning from the machine and vice versa

•	� Comprehensible and adaptive design of systems for integrating 
knowledge and experience

•	� Ensuring the transfer of data into information or of information into 
knowledge

Communication, coopera-
tion, and social embed-
dedness

•	� Dual sensitization of Artificial Intelligence for social contexts and 
structures

•	� Supporting interpersonal communication, collaboration, and  
connectedness

•	� Artificial Intelligence as a cooperation partner
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